Math 243

Overview

e Scatterplots
e Explanatory and Response Variables

e Describing Association

Sections 2.1.1 and 8.1-8.2.6

Linear Regression

e The Regression Equation and Interpreting the Slope and Intercept

e Correlation, r, Lurking Variables and Causation
o Explained Variance, R?

e Residuals and Residual Plots
e Making Predictions: Interpolation vs. Extrapolation

Exploring relationships between two quantitative variables

Example 1. A survey was conducted in the United States and 10 countries of Western Europe to
determine the percentage of teenagers who had used marijuana and other drugs. The results are
summarized in the following table.

% who % who
Country have used | have used

Marijuana | other drugs
Czech Republic 22 4
Denmark 1.7 3
England 40 21
Finland 5 L
Ireland 34 16
Italy 19 8
No. Ireland 23 14
Norway 6 3
Portugal ¥ 3
Scotland 53 31
United States 34 24

Wna vVes

a. Do you thinkﬁﬁ%re mig

5L —

be a relationship

between Marijuana use and other drug use?

b. Make a scatterplot of the data using Excel.

Explanatory and Response Variables

To make a scatterplot in Excel:

1. Enter the data in two columns

2. Select both columns with headers

3. Select Insert -> Scatter. Select the option
with markers only

To make a scatterplot in GeoGebra:

1. Select View -> Spreadsheet and enter the
data in two columns

2. Select both columns
3. Click on the histogram icon and select Two

Variable Regression Analysis. Click Analyze and
then click on ¥ x to show statistics.

The responé;ariable is the dependent variable (y). In our example:

The qgalanatory variable is the independent variable (x). In our example:

We think that changes in the explanatory variable might explain changes in the response variable.

Cara Lee

Pagel



A Framework to Describe Association

Describe four features of the association between two variables:

e Direction
e Form
e Strength

e Unusual Features (subgroups or outliers)

Direction:

positive

Form:

linear

Strength: — Measure. Strengtin widh

moderate

strong

-

-

Unusual Features:

groupinq?/ﬁ "?5

negative

curved

neither
LY “ :
- ” ) .;. ]
. . e

. [§

r %

[T
no pattern

- 9

outliers
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Example 1 Continued. Here is the scatterplot made in Excel:

Percentage of Teens who use Marijuana and Other
Drugs in the US and Western European Countries v})
X
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% who have used marijuana

c. Write a description of the association including all four ctlaracteristics. - ‘qgt-\\

There 1S o ?DS\%UL/ MJ lineer—
&SSOCL‘Q“QO\, behoten fe P&n{n’g‘aﬁ(ﬁoﬁ -[»@ng
whe hate uped— pmanyuane ande oftes AWjS.
Theve- 15 a jwu{)w&k Naree counhies with &Q>
ve low ?{ﬂ{ﬂlrk C (y\\anNom Ove Pov ‘
aﬁ he 'J&’I hﬁ

Twe e a\so scem aps v -11 70 ?.'-1»—‘5"[7»
The Line of Best Fit onde |- 5% Tg, PS{,oHaM\— & h‘\jcﬂv or\—t?&r-&

Mmm%o but W\\l‘a‘{\'\’ A M(ﬁ&ﬂem

d. On the graph above, use a ruler or strai draw a line tHat models this relationship.
e. Draw the vertical distance between each point and the line. These are the residuals.
Residual = observed value - predicted value

- . ™
Gyl on e lined Y

The least squares regression line is gge line"that minimizes the sum of the squared residuals
(deviations of y). We will use technology to calculate this for us.
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The Least Squares Regression Line, y =mx + b ﬁ:’\{\ C

Recall the equation of a line from algebra: y = mx + b
i€, &Y

— %
m represents the SioPe/ Y UN %ﬁrepresents the b\""l HBFCYU-?'\C

y is read "y-hat,” and represents the predicted value of y. The values of m and b are the
parameters of the linear model.

Calculate the Regression Line with Excel

1. Click on your scatterplot

2. Depending on your version of Excel:
¢ If you have symbols on the right side of your scatterplot, Click on the + sign for chart
elements. Check the box next to Trendline and click on the right arrow and select more
options. Check "Display Equation on Chart” and “Display R-squared value on chart.”
¢ [f you do not have symbols on the right, select Layout -> Trendline -> Linear Trendline
from the menu bar at the top. Select "“More Trendline Options” and check "Display
Equation on Chart"” and "Display R-squared value on chart.”

Calculate the Regression Line with GeoGebra

1. Under Regression Model in the lower left corner select Linear.
E Back in the spreadsheet screen select Options -> Rounding -> 4 decimal placesl

f. Calculate the regression line for our example (Excel shown):

Percentage of Teens who use Marijuana and Other  y-os15x-3.0678
Drugs in the US and Western European Countries —Rm: 08723
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g. Write the equation of the least squares regression line from Excel, using y-hat:

A
= i\ S - 4,0%
w- : .
- Vl -\" LY
i genene
h. Give the slope and interpret it in the context of the data: a ak lneefnil {'“

rse M= ,0bil b used DMA""QS fe K vanabkle 18

e —_—

WA - _
r | % used Mm-A | uaa— 49506(.&—\*0{4 widn
| Unt: Nertase W e
A 1T Incrtase n marjwana | Sf\fdﬂafo\ea

Use 1S ASSOC\ate b Wibhh 4
-(algﬁb inNcytase l‘V\ OM AW’E’L{&C— ﬂCCOI’ﬂI‘ /f'bm

i. Give the y-intercept and interpret it in the context of the data: Mo
Thhe j—inkwﬂf—‘r 18 jawl- g mshrhhoi
( o, - 3,0L7 8’), TWis means VA/Q%_ O wke.:c,
when fheve is 2o maniuare $ie \ine pess S
WSL fhe ofler— d use woulde ’“‘td’”‘ﬂf-

be ~37% actordui b e wmodd. ( o .._-—-——~>

Twis ‘)OL-VUL' 1S not— mean M 1, Owi— )
Correlation, r  Con Mg+ bcm,ugc_ Wwe cant hage o € awe
veenkap.

Caution: Do not say correlation when you mean association.

Association is a vague term describing a relationship between two variables.
Correlation is a precise value describing the strength and direction of the linear relationship.

|
-5 _ 59
—\ = O ' |
S
?p&"‘&h}o y\(;ja'hﬂ'(/ PoS(’hvc e (A’_m
(v}\;’?@ab“’ S lope— s lope- AP
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Characteristics of r:
e The value of r only makes sense for linear relationships

e rhas no units
e The sign of r is the direction of the association.

We will not calculate r by hand, but we can use the formula to understand what it means:
- (y—¥ ZyZ
— DY) o= 252y

(n—1)sx5y n—1

Activity: Matching Correlations Applet. Follow the link and try matching the correlations.
http://www.istics.net/Correlations/

® Guessing Correlations

Match the correlations with the scatter plots %Cileck;msﬂem

j. What is the correlation between the percent of teens who have used marijuana and the percent who
have used other drugs? What does this mean?

The correlotrdns behoten— Ale percen "L{—{an&
wihe use warijuane, and ddu/vﬁedmk)& 18 924

So s S a S’bfowa, aSSOLL&b@\.

k. Do these results show that marijuana is a "gateway drug,” that is, that marijuana use leads to the
use of other drugs? Explain.

Even Ahoush trere 1> a SM«\};OW&\@-’J\M
we cannod Wy cavsatiov. W Cannet—
Conc\ude that marjuana use Causes other
Avu«é/ Use .
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Correlation does not imply causation!

Lurking variables

A lurking variable is a hidden variable that is responsible for the apparent association.
‘-———-u_-_'-‘.

For example, internet use is on the rise and people have more pets. Can we say that using the
internet causes one to have more pets?

l. What lurking variables could cause the relationship between marijuana use and other drug use?
St St)r’m'\(jb, age, locatdw. peer presdure,
laws, qales, educatin, g rehics, Stress whauma
wedd ¢ Lésuw, house o (A S(Ze.

The Coefficient of Determination, r? or R?

Sum of the squares of the residuals

R*=1-
Sum of the squares of the y — values
In GeoGebra, RZ = 1 — 3£
Syy

The coefficient of determination, R? tells us the percentage of the variation in the y-values that can be
explained by the least squares regtession line of y on x.

Approximately % of the variation in

MSerE y—vale con KX+
can be explained by the variation in

inSer - Y-valve CONIY +—
Therefore, % of the variation in is due to other variables.

y A
I le, R? (,ﬁ‘%‘ﬂ) :'8728—-
m. In Qur exampile, means:

/*‘P?vo}ﬁu:tm\—( 877 o} hue vay (atisn N./L. e
olvuar Ugt tan be explamed by e vanation n
marijuana use. .  Thercfore, 1370 of the Variafron
1S dur o other vanables .
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Residual Plots: (x,y — %)

The residual is the vertical distance (error) between the data point and the predicted value (point on
the regression line). It is important to examine the residual plot to see if there are any patterns that we
could not see by looking at the scatterplot. We can also look at residuals to identify outliers.

n. Looking at the scatterplot with the regression line, which country has the largest residual?-

Czech Q{:?u.\a\\i,; ReSwa = D\ogcrvﬂo{;’\—' Pr‘fé{lcf-‘r&st

=] Ej =5 _ %\/‘\""C’L
4y — 10.4623

Making a Residual Plot in GeoGebra = sl B2

1. Click on the icon for “show second plot,” that looks like an equal sign.

2. Select Residual Plot from the dropdown menu if it isn't already selected.

€7 Data Analysis X

]

é:”?!"l,x Sl XSy o

Statistics scaterpiot | 80
MeanX { 23.8081 g A

Mean¥ | 11.6364 Y 10
8x 165528 ;

2y 10,2389
r .9341
p (1.9542
S 24189091 20 1

Sy | 104B.5455 @ — @
Sxy 14876364 g .

] - :
R G TS5 & :

§8E 1433 6445 /Q,/‘.g 10 20 30 40 50 50

¥ B1B11
>
5 | . ;
) .
& ' ®
D - = -
0 10 LA 30 ® 50 B 2 W
: ; S\
: e YL
Regreasion Model
P y o= DGEG ¢ -~ LOBTR
Symbolic Evaluation: x= ‘( K ; I
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Calculating Residuals

Residual = observed value - predicted value

o. Calculate the residual for the United States in Example 1. Does the model underestimate or

overestimate the use of other drugs for the US? .
. Observed— predited  The madl
AS & undeshmakes fle

47 Otwesr—A
= 27 - LS Lo e UL S
= Ll ST

Check the residual plot for: 1
e Bends or other patterns in the residuals : <
e Qutliers that weren't clear before g

e Any change in spread of the residuals from one part of the plot to another .

Which of these residual plots are ok? : } ;. h
(o
Scatterplot T,
wy Tt - %, - 5
Residual Plot N B N A
,vﬁ : -;:‘): -&5—-9. oo fﬂ-‘?-*ﬁe{x’%,{,--- b - .é' - i -§ -
i‘ﬁ * wﬁ‘vé? g @qum‘?’%' Gqu& f”-j%@ﬁq’é giéibi;
OV~ vanfer nekok=" " oV- auem s
Source: Openintro Advanced High 5(. hool Statistics, page 3823_, 9 4

pakhom
0. Use the residual plot for Example 1 to explain whether the linear model is appropriate for the data.
The linear— model 1S af@@ﬂdjr(_ becauwse
the residuals are evenly  scatdered— un
e resuduad plot. (Mere 1y fle grovpivi
ol 3 Counbries W{— e poted »ecu—(u;VB
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Making Predictions

g. If a country had 20% of its teenagers using marijuana, how many would use other drugs according
to the model? Do you think this is a reasonable prediction?

8\:: p iR v 3.—: LISk — 3.0L7Y
= . bIS (1) — 3. 0T

The predecked_ valoe Lerpiso
PWPot’CW A w2 wowlde lre 1z 2’ C(-Wl’&?;\m OUtr—
Thao Pm\(cm S veasonaole bicause. 2070 Drftv&\m-

r. If a country had 75% of its teenagers using marijuana, how many would use other drugs according
to the model? Do you think this is a reasonable prediction?

A This predehdn i€ an

Y= 430579 exmga(a.bm |
e dondt want 1o Prc’dtcf-
outzde oo~ X-yalueo.

s. If a country had 105% of its teenagers using marijuana, how many would use other drugs according
to the model? Do you think this is a reasonable prediction?

o Wm»\ﬂ% o——ﬁ' [0 7> 18 @“‘PDQQ[;Q_;
Twir To a silly esample — bt care i d
what—gou p l/.d-,mkb a_ mwodd L.

— ol s07S | (2l ephyape\dERD

Interpolation vs. Extrapolation

Interpolation is making a prediction @e x-values of your data set.

Extrapolation is making a prediction beyond the data set — be careful!! How do you know that the
trend will continue? =

t. In questions g, r, and s above, which are interpolation and which are extrapolation?
7/ (S n Wpo (atiove |
rark S arc Qﬁjrﬂ/fola (Fov_
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Practice 1. The data below shows the cost of the airfare and the distance traveled to each destination
from Baltimore, Maryland. u\

a. Which is the explanatory and which is the response Destination  Distance Alffare

variable?  DisYance 1S the cse\auib Atlanta 576 M. § 178
vartable awd fle cost o4 Boston 370 138

aw fave S the \resg)om&/ Ve ablel Shicage 27@5
a.

g Dallas 1216
b. Make a scatterplot using GeoGeb Detroit 409 158
Denver 1502 258
Miami 946 350
New Orleans 998 188
: . . .. New York 189 98
c. Write a description of the association, mentioning all Orlando 787 179
four characteristics and include the correlation value. Pittsburgh 210 138
Teve \S oo Mmoderatc, post "'W'C; St. Louis 737 98

(2o A550¢ atuswr, The Corvelaion (s . T7O.
Mam W\ﬂa\% an  ouwX ey

d. If the relationship is linear, calculate the regression equation and write it using proper notation.

B2 . 1%1%% + 1. 7030

e. Give the slope and interpret it in the context of the‘data. 4 \(\ \/\
=% B3T3 The Slope is abouk g /e whie
m - _— ~ - - M
| mie ML NS an wncytase d’ [ p\e

»P\LS“‘\' Asyane c,ov\rcsfowL{ o a $-\Lﬂ\

f. Give the y-intercept and interpret it in the context of the data. [V Cytas € N e PV\U—Q./.
Twe 3—'m¥0\rw}ﬂ: 15 38176 which means & O ~-mi\e
Pleant wowde oot #8176, Mls cowsd be nlrpri
as” e Ricd cosk of a Plighk.

g. Give the value of R? and its interpretation.

PZS Y&, So abowlt H48 e &) the VAV O AT }t‘/\

. = x ra
Ruirfave price can be {ﬁp\mmzck bjmksﬂtgﬁsﬁ"

h. Make a residual plot using GeoGebra and use it to explain whether the linear model is appropriate. i AN

The restduels loo\c evenly scatiovcd. so J(O()?ofs
Mis lineon— modrel 1S appiopiL . muam fu

5 WA g™ on
L. Calculate the residual for Chicago and explain what it means. lools “\L"-' e B

Restdual = y4-4 — oW Gawe e e presiduad plo L.

o overestimale
= q4 — LS. T The mohll
= -T1. 760 e o Cave 4o C\/\(Ca.ﬂo
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Practive 2
—Exaample-3-—Here is a least squares regression line for the relationship between gas mileage (mpg) and
engine size (in liters). The model used data from 35 different models of 2014 vehicles.: ; ' s
mpg = 36.25 — 3.867Engine Size

a. If the car you are thinking of buying has a 4-liter engine, what does this model suggest your gas

mileage would be?
W@a/ = 3bL.2S —3.867(4) The 945 mlea§e

= 205,782 G’*’“—ff—-:(\lr&r
enpine (S predic
b "he 2| wmp O‘L :
b. What does a positive residual mean in this context?

The predicked vadue wousd be aloove fle lme
so fhe moded MV\.Me\}hM-\—CA A m?a_ \
e frak engne. Slze.

c. What is the slope and what does it mean in this context?
The S\OP{ wa - 3,867 ij,__ '
| Eier ) .
Foran \VI‘UI'CO-\AG 01, | it ev\-émc slze ,
tha_j‘a_s ML\-C‘LjC_ 3063 dowon ba 3.4 mi\es P'%
t

d. What is the y-intercept and what does if mean in this context? g allon.
The y-wdoru@t (S 30.2C miles pr gallon.
A o-Lle— ev%u'm:, wowld (‘rr/{’ %bmpa — Aﬁ‘ﬂkihti
e codd be inkerpretd ao o max Mgt

MmPq -
e. The correlation for the model is r=-0.8476. What does that mean? Pa/ ,

Theve (8 o skvowd_ nejang, covre oo
be e *e\%lm, S| -2 amLJtLS m@iﬁ(_,,

rise
rUun

f. What fraction of the variability in fuel economy is accounted for by the engine size?
¢ 2
R™= G.&47e) = ,7( 8 .
Abox 727 o/,} e varialro— W Al
€,c,ov\,orvva, Can be aCloundte A '@W‘ b m
vartdlisve In -t 512.¢e.
N Page | 72
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